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Several  new  tools  to  obtain  three-dimensional  information  from  unorganized  image  sets  are  now  avail-
able for  the  public  use.  The  main  advantage  of  this  software,  which  is based  on  dense  stereo  matching,  is
the possibility  to generate  3D  content  without  the need  of high-cost  hardware  (e.g. 3D  scanning  devices).
Nevertheless,  their  use  in  real-world  application  domains  (like  cultural  heritage)  is still  not  very diffused,
due  to  the  non-straightforward  usability  of  the  raw  data  produced.  In this  paper,  we  investigate  the  use
of automatic  dense  stereo  reconstruction  tools  for the  monitoring  of an  excavation  site.  A methodology
for  the  effective  acquisition  and  processing  of data  is  presented.  In  addition,  the  results  of the  data  assess-
ment demonstrate  the  repeatability  of  the  data  acquisition  process,  which  is a key  factor  when  qualitative
onitoring
ense stereo reconstruction
igital 3D models
isualization
ssessment

analysis  is  performed.  The  use  of  three-dimensional  data  is  integrated  in  an  open  source  mesh  processing
tool,  thus  showing  that  a spatio-temporal  analysis  can  be performed  in  a very  intuitive  way  using  off-
the-shelf  or  free/open  digital  tools.  Moreover,  the  use  of peculiar  rendering  and  the  creation  of  snapshots
from  arbitrary  points  of view  increase  the  amount  of  documentation  data,  and  suggest  a  perfect  integra-
tion  of  data  produced  with  dense  stereo  matching  in  the  future  standard  documentation  for  excavation
monitoring.
. Research aims

The work presented in this paper investigates the use of dense
tereo reconstruction tools for the diachronic documentation of the
ultural layers during an ongoing archeological excavation.

Dense stereo reconstruction tools are able to produce accurate
D models of an object starting from a set of uncalibrated images.
he paper explores the possibility to have a three-dimensional
ocumentation of the evolution of an excavation in a very simple
anner, using low-cost acquisition hardware (a digital camera) and

reeware software for data processing.
This could help in overcoming the main issues related to the

pplicability of 3D acquisition (hardware cost, amount of data,
ost-processing effort), and integrate 3D data to the classic doc-
mentation.

The availability of a “spatio-temporal” representation of an
xcavation evolution boosts the potentials for the analysis and
Please cite this article in press as: M.  Dellepiane, et al., Archeological 
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nterpretation work by archeologists.
The main goals of this work are:
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• the definition of a workflow for the effective and easy acquisition
and management of the 3D data acquired during the field work;

• a reliability test on the models generated with this technique;
• the proposal of new tools or features to support improved visu-

alization and analysis of the acquired 3D archeological data.

2. Introduction

Digital technologies have produced an impact on our society
that can be considered unique and unusual; archeology – as many
other subjects of the Cultural Heritage domain – was strongly influ-
enced by this revolution. In the last decade, the introduction of
automatic instruments for data collection and for management of
archaeological features connected with the World Wide Web  has
strongly influenced the way of how archaeologists today approach
and perceive the material culture.

Ezra B. W.  Zubrow provides an interesting overview of how
digital technology is radically changing this discipline [1]: [. . .]
“archeologists are becoming part of the widespread digital village
[. . .]  and [. . .]  a new village is defined by archaeologists, includ-
ing other specialists such as geologists, palynologists, geographers,
excavation monitoring using dense stereo matching techniques,

economists, etc.” [. . .].
The techniques for 3D digitization have been used to document

individual archeological findings, but also the state of a whole exca-
vation environment. Archaeological excavations are very dynamic
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1000 years, from about the first century BC to about 1000 AD [19].
This archeological excavation, located five kilometers south of

Lund and covering an area of nearly 100 acres, is considered one
of the most important archeological contexts of south Sweden. The

Fig. 1. A photo of the excavation used as a test case. Green and yellow markers, used
for  scaling the object to real measures, are well visible.
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nvironments, and a documentation of their evolving state is
eeded almost every time a new historical feature is detected. This
ould imply doing a complete 3D acquisition of the working site

very day, or even every few hours.
Despite the usefulness of such time-dense documentation, it is

ot always possible to employ 3D scanning devices on such tight
chedule, because of time and resources constrains.

Photogrammetry (the process where, using geometrical and
ptical principles is possible to extract measures from a series
f photos) has been used in archeology since a very long time.
owever, a survey done using the standard photogrammetry tools

equires as much time and competence as a 3D scanning survey.
A possible alternative to the adoption of 3D scanning or pho-

ogrammetry may  be the family of tools able to generate 3D
eometry from photographic data, based on dense stereo matching.

The generation of 3D data from a video sequence, or from an
nstructured photographic dataset, has sprouted, in the course of
he years, a lot of research activity in the computer graphics (CG)
nd computer vision (CV) communities. This resulted in the cre-
tion of several tools, which started as research prototypes used
n laboratories, and are now available to the general public. These
ools seem particularly suited to the documentation of archeology,
ue to their low hardware requirement, wide range of application
nd easiness of use.

The dense matching tools apply most of the principles of pho-
ogrammetry, but most of the assumptions are relaxed to move
owards a “completely automatic” approach, requiring less care
hen taking the photos, and not requiring user input or markers in

he initial phase of photo calibration and orientation.
However, this choice impacts on the quality of the output data

n their reliability and on the possibility to directly use their output
n a metric way. These limitations are what have kept this technol-
gy from being effectively used to its full potential, relegating it to

 role of a “toy”, usable only to generate approximate models used
nly for visual presentation.

It is our belief, however, that with a tolerable effort in the phase
f data gathering and processing, it is possible to bring back these
ools closer to a surveying method (able to provide more reliable
nd usable data), like photogrammetry or 3D scanning, in a way
uch that they remain cost-effective.

Unfortunately, the current available systems are still quite
ough, and the generation of a 3D model is still not a completely
utomatic task. For these reasons, carefulness is needed while
eploying these technologies in the archeological documentation,
o avoid falling in the “toy” paradigm: produce something nice to
ee, but with limited usefulness.

.1. From the single test case to the general use

The aim of this paper is not to present a stand-alone case study,
here the technology is adapted to a test case, but to propose a
ethodology that could be generic enough to be applied to a wide

ange of cases.
In order to generalize a proposed methodology, there are some

xtremely important aspects to consider:

technology assessment: for the general application, repeatability
of the results is as important as the “precision” or “accuracy”. Are
these methods suitable when the acquisition of the same object
has to be repeated several times? Is it possible to use the produced
3D data for the purpose of qualitative and quantitative compar-
ison between two stages of an excavation? What are the costs
Please cite this article in press as: M.  Dellepiane, et al., Archeological 
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of the application of such technologies (in terms of money, time,
resources and skill needed)?
definition of a workflow: the theory of measurement and sur-
veying relies, more than onto the technology used to take the
 PRESS
al Heritage xxx (2012) xxx–xxx

measures, on the methodology by which it is applied. Our aim is to
show how these technologies may  be effectively employed using
the same kind of rules and with the same rigorous approaches
used in the standard documentation production process;

• presentation tools: the data acquired with the proposed method-
ology must add information and possibly integrate with what is
produced using the “state-of-the-art” documentation workflow
used in archeological excavations. Moreover, the tools to visual-
ize and present the results should be easy to use and access (i.e.
preference should be given to free or open software).

It is important to underline how this work does not try to pro-
pose something that should replace the current procedures, but
to integrate this new kind of documentation inside the standard
documentation workflow.

3. Material

The archeological site of Uppåkra (Figs. 1 and 2), Sweden, was
chosen as the test case for the presented work. The acquisition was
performed in 2 weeks of intensive excavation during the period
June to July 2010.

Uppåkra was an urban settlement, in which intensive and com-
plex activities were conducted during a period spanning more than
excavation monitoring using dense stereo matching techniques,

Fig. 2. A portion of the Uppakra excavation.

dx.doi.org/10.1016/j.culher.2012.01.011
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ong life of this site and its complex stratigraphy makes this area
he perfect environment to introduce the above mentioned new
ocumentation techniques.

In specific for this experiment, we decided to follow the investi-
ation of a long house (approximately 500 AC) located in one of the
ain areas of the site. This building is still under investigation and

resents a very complicated stratigraphy. Its interpretation is not
n easy task, due to the size of the construction and the soil mate-
ial. Therefore, before the beginning of the campaign we  thought
hat probably the generation of 3D models could have been useful
o better connect all the relations between the different cultural
ayers.

Today all the data that compose the excavation are recorded
hrough the use of the total station, and afterward uploaded into

 Geographic Information System (GIS) that allows reconstructing
he relations between context and artifacts. This documentation

ethod is very diffuse in Scandinavia because it allows having a
igh control on the information, keeping a good balance between
cquisition time, data density and data quality. A disadvantage of
his technique is represented by its limitation in connecting vector
nd raster data.

The application of a new documentation method, in support of
he technique already used by the excavation team in Uppåkra,
llowed to record important features otherwise impossible to
escribe with more traditional approaches. A fundamental role was
layed by the portability of the instrument (a digital camera) and
he quick data acquisition to be elaborated in order to generate the
D models.

In Uppåkra, we acquired seven sets of images for a total of nearly
00 pictures. Each acquisition process was very fast; in fact, no more
han 20 minutes were required to collect each group of images. The
se of the acquired data will be explained in detail in Section 5.

. Methodology

.1. Related work

.1.1. Excavation interpretation and monitoring
The archeological excavation is a unique research context and

ts investigation is mainly based on analysis, connection and inter-
retation of data collected during the excavation process.

The archeological excavation is an unrepeatable experiment
here all the information, once identified, are recorded and

emoved from their original context [2].  The main goal of this pro-
ess is the interpretation and the reconstruction of the diachronic
volution of the site during the different ages.

The introduction of new visualization paradigms and tools for
he spatial documentation represented an important opportunity
or archeologists to record the data in a more complete and efficient
ay. In particular, the possibility to describe the spatial relations

etween all the elements that compose the cultural layers makes
he visualization in real time possible with a high number of details.
his operation provides not only a synthetic interpretation, but also

 complete and measurable three-dimensional image of the real
tatus of the excavation.

The process of recording features in an archeological context is
sually managed by combining two different approaches: the first
ne – called direct documentation – concerns all the operations that
mply a direct contact with the excavation; the second one – called
ndirect documentation – concerns all the operations that imply
Please cite this article in press as: M.  Dellepiane, et al., Archeological 
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he use of optical, mechanical or informatics instruments for the
escription of the data [3].

During the normal evolution of the archeological campaign,
oth these methods are employed; however, with the diffusion and
 PRESS
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development of new technologies, the use of indirect methods has
had an exponential growth inside the archeological excavation.

It is our opinion that the use of these methods to document
specific features of the archeological site will not decrease the qual-
ity of the site interpretation, but instead it will make possible to
keep track of the research activity developed into the site through
a diachronic analysis of the entire work.

4.1.2. Dense stereo reconstruction tools
Dense stereo reconstruction tools produce three-dimensional

data starting from a series of unordered images. The main advan-
tage of having uncalibrated cameras, or other types of image
acquisition devices, is the easiness of the acquisition process.

The process of 3D reconstruction is usually composed by dif-
ferent steps. Firstly, the input images are analyzed in order to find
local features descriptors (for example, using SIFT). The descriptors
are then matched from one image to another. Starting from the
matched features, the perspective cameras associated to the images
are calibrated and oriented. Once all the images have associated
camera parameters, the system tries to match every pixel of every
image (in this sense, the matching becomes dense), producing for
each single matched pixel its corresponding coordinates in the 3D
space. Several approaches to fulfill these steps have been proposed
[4–7], and most of current research is focused on how to index and
organize the images in order to reduce the image matching oper-
ations and possibly clustering similar images [8,9]. An overview
of all the approaches in literature is well beyond the scope of this
paper. In general, the amount of time needed for the processing
of the image set is in the order of a few hours. The few methods
which have been made available to the public are based on web
services; an example of those is Arc3D [6],  where the user uploads
the data to a server connected to a cluster of computers, which
process the data and send the results back. Recently, Bundler [10]
was released as open-source software for structure-from-motion
reconstruction of 3D scenes from unordered photographic dataset.
One notable implementation of the Bundler tool is inside the Pho-
toTourism [11] application, which works quite similarly to Arc3D,
since it is implemented as a web service. Bundler, coupled with
a dense stereo matching tool (PMVS2 [12]), is able to generate a
single point cloud from all the matched points in the input image
dataset.

Cultural heritage may  appear one of the most interesting fields
of application for this kind of 3D reconstruction approach, being
it a non-contact, low-cost alternative to current reference meth-
ods for geometry acquisition. However, while a massive amount
of work has been done to compare 3D scanning and photogram-
metry, comprehensive studies on the accuracy and repeatability
of dense reconstruction tools are still missing. Some experimenta-
tion in this direction has started [13], but the main problem in its
use for 3D acquisition is the lack of scale information as discussed
in Section 5.1. Previous and current reconstruction processes
[14,15] still rely on the integration with 3D scanning or pho-
togrammetry. Hence, although someone claims that dense stereo
reconstruction is a mature alternative to 3D scanning, no con-
vincing comparison has been presented until now. Recently, some
initial effort has been made in this direction [16], but an overall
methodological definition and an accurate data assessment are still
missing.

4.2. Theoretical and practical issues

Since our aim is to prove the effectiveness of dense stereo recon-
excavation monitoring using dense stereo matching techniques,

struction as a fast but powerful way  to gather 3D information in an
archeological excavation, it is necessary to consider not only the
results obtained, but also the applicability of this methodology to
the specific domain.

dx.doi.org/10.1016/j.culher.2012.01.011
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In particular:

applicability to the object of interest: using dense stereo
reconstruction, the completeness and quality of reconstruction
changes drastically not only from object to object, but also among
different areas of the same object. This happens with a higher
variability with respect to 3D scanning and other surveying tech-
nologies. Additionally, there is a non-zero probability that the
reconstruction may  fail completely, without any clear cause of it.
These problems seem to undermine the basic idea of this work;
however, experimenting with different tools, we  found that the
archeology excavations are the ideal case for dense reconstruc-
tion. The excavations provide a mix  of details at high frequency
(the texture of the ground), medium frequency (small stones,
masonry) and low frequency (the various levels and surfaces of
the excavation) which perfectly adapts with the needs of dense
stereo algorithms. The obtained 3D models are complete and the
quality level of the data is uniform across the scene;
cost of the acquisition equipment: with respect to 3D scanning
devices, the hardware required for dense stereo reconstruction
(apart from a PC for the data processing) is just a digital photo
camera. We  experimented with different cameras: from cheap
compacts to high-end DSLR. While it was possible to process suc-
cessfully all the dataset, the quality of the photo does affect the
quality of the reconstruction. The quality of the lenses (i.e. sharp-
ness of focus, low lens distortion) is more important than the
number of megapixels. A higher resolution of the photos means
a higher resolution in the extracted geometry. However, this
requires more computation time and may  cause problems during
matching, if the pixels are much smaller than the distinguishable
features. The general idea is that if it is possible to distinguish
the details of interest in the photos, the resolution is adequate. A
medium-range DSLR with a decent lens is usually perfect for the
job;
cost of training/expertise for acquisition and processing: the basic
guidelines for the photographic acquisition are really simple and,
with a short training, the archeologist himself can generate the
photographic dataset. For the processing step, the processing
tools proved to be effectively usable by Computer Graphics non-
experts just after a few days (1–2 weeks) of experimenting;
cost of data processing: the tools for 3D data generation from
images adopt, at the moment, two different setups:
◦ the ones based on a web service, where the user uploads the

images and the computation happens on a remote server;
◦ the ones based on stand-alone tools, where the computation

is carried out on the user’s computer. In both cases, there are
free/open tools as well as commercial tools, and the computa-
tion may  take from some minutes to some hours, depending
on the dataset complexity. However, since no user interven-
tion is necessary, this time does not impact too much on the
real workload. Then, in most cases, the data produced from the
dense reconstruction tools need some processing in order to
produce a usable 3D model. All the required data processing
may  be carried out on a normal PC and, as we  will show, using
free and open source tools.

.2.1. The scaling process
While dense stereo reconstruction tools are able to generate

n accurate digital representation of an object, unfortunately, the
enerated 3D data/model is at an unknown scale. The system is
ble to determine the spatial relationship between the various
Please cite this article in press as: M.  Dellepiane, et al., Archeological 
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econstructed points (thus, producing a geometry with the correct
roportions), but the general scale of the scene cannot be recovered.

Hence, the only unknown in the reconstruction is a scale
actor, which may  be easily and precisely obtained by a few
 PRESS
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measurements on the real-world scene. The same issue is found in
most photogrammetric software tools, which require the manual
specification of the distance between two  (or more) points to
recover the scale value. The basic idea is to find some points in the
scene, measure them in the real world and in the 3D data, and use
the ratio of these two measures as the scale factor.

Three approaches are possible to obtain these reference points:

• reference objects in the scene: if an object of known size is present
in the scene, the scaling factor can be obtained using noteworthy
points on its surface;

• points in the scene: the same reference can be obtained by
selecting some points which are easy to recognize in both
the real and the reconstructed scene and measure their real-
world/reconstructed ratio;

• use of markers and/or total station: an alternative solution is to
use some markers in the scene (Fig. 1), and measure their dis-
tances manually or with a total station.

The most straightforward process is to use as scaling factor the
ratio between a single real-world distance and its reconstructed
counterpart. However, to make things more robust, it is much better
to measure multiple distances (possibly spanning across different
directions, all over the scene) and use as the scaling factor the mean
of these real-world/reconstructed ratios.

A step further would be using a series of marker or selected
points to act as a reference “constellation”, in order to determine
the scaling of the scene and its relative orientation with respect to
the other reconstructions.

A much better approach would be using the marker points,
surveyed with a total station, during the camera calibration and
orientation phase, to obtain a more precisely scaled reconstruction
and, at the same time, its correct position in the chosen reference
frame. Unfortunately, while some photogrammetry tools do pro-
vide this option, the class of automatic dense reconstruction tools
we are considering in this work, does not yet offer this possibility.

4.2.2. Site preparation
No special preparation is required for the working site to be

acquired. As stated, the standard excavation site is well suited for
dense stereo reconstruction.

In order to be able to scale the reconstructed model correctly, a
set of markers was  put on the scene to be used as a reference for the
scaling and alignment of the different models. In our case, we  found
that flat, round markers are the best solutions: they tend to show up
in the reconstructed data as color blobs, making it easy to pick their
center. The markers should be well distributed across the scene, if
possible, avoiding too many coplanar positions. It is highly probable
that some of the markers are removed during the excavation, when
the material underneath is removed, for this reason, it is better to
start with more markers than necessary, and placing some on the
side of the trench (like the green ones visible in Fig. 1).

Also in this case, the nature of the archeological excavation turns
to be useful, since the same grid used to document the archeolog-
ical features with traditional methods, may  also be exploited as
reference to obtain the scaling factor, reducing the overhead.

4.2.3. On-the-field work
The image acquisition during the archeological campaign is a

key step of the process. Every set of pictures has to be planned in
advance, according to the kind of archeological context to docu-
ment. Knowledge of basic photography does help in choosing the
excavation monitoring using dense stereo matching techniques,

best camera parameters, and an inexperienced user may  learn the
tricks in a short time. In addition to the standard procedure for the
acquisition for dense stereo matching (i.e. constant lighting condi-
tions, sharp focusing on the photos, regular coverage of the site, no

dx.doi.org/10.1016/j.culher.2012.01.011
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se of flash), some more specific guidelines are needed to obtain
eliable data.

The basic idea is to take photos while moving around the site,
rying to cover the entire area of interest (Fig. 9). It is important that
ach part of the site is covered from multiple angles and, possibly,
eeping a uniform coverage.

Planning in advance the path inside the site is a good idea.
ome reconstruction tools work better if there is strong continu-
ty between subsequent photos. Close-ups of some more complex
reas may  be added at the end; again, it is better if the close-ups
re not scattered shots, but a small sequence that, from afar, goes
ear the area of higher detail and covers the details.

It is much better to cover the site with a single set. There are,
owever, cases where multiple datasets are unavoidable. In these
ases, it is advisable to have overlap between the datasets (to
acilitate data integration) and to include in each dataset enough

arkers for the scaling process.

.2.4. Data processing
We processed the test dataset with three different tools for the

D reconstruction which are publicly available: the Arc3D web ser-
ice, Photosynth/Bundler + PMVS2 and AutoDesk PhotoFly:

Arc3D is organized as a web service. The 3D reconstruction via
the web services is defined as a “black box”: the user uploads the
data, and the server sends the results once ready. The resulting
data consist in the matched images, a depth map  for each image
and all the matching information;
the Photosynth/Bundler tools work in a two-step process: the
photos are matched on a web service (Photosynth) or locally
(Bundler) and then processed locally with another tool (PMVS2)
for the dense matching. In both cases, the result is a single point-
cloud;
AutoDesk PhotoFly also works as a web service, but it is able to
give back to the user a complete, triangulated 3D model, with a
texture mapping built using the input photos.

Excluding the case of AutoDesk PhotoFly, the general output
f this family of tools does require further processing, in order to
btain a complete and usable 3D model. A valid option for the data
rocessing is MeshLab [17], an open source mesh processing tool.

Regardless of the technology used to acquire the geometry, the
eneration of a 3D model is a multi-step process and it is quite
tandard. For this reason, a tool which covers the various stages
f the post-processing (mesh cleaning, data filtering, range scans
lignment, surface merging..) is perfectly able to deal with data
oming from dense stereo tools, as it is the case of MeshLab.

A complete description of this process is out of the scope of
his paper, we will just outline here the peculiarity arising when
rocessing this specific kind of data:

data extraction: depending on the system used for 3D recon-
struction, there is the possibility to “tune” the final results by
combining different groups of images, or by changing the recon-
struction parameters. The output of the reconstruction systems
can be a triangulated surface or a point cloud;
meshing and coloring: the triangulated surface is then meshed
from the data using, in our case, the MeshLab Poisson recon-
struction filter [18]. This filter removes part of the sampling noise
Please cite this article in press as: M.  Dellepiane, et al., Archeological 
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and reconstructs an overall triangulated mesh from the sam-
pled points by also closing all the small missing gaps (unsampled
surface regions). Then, the color from the original data can be
transferred to the model.
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After the model generation, we  need to perform the following
post-processing actions:

• scaling: by measuring distance between markers on the 3D data
and knowing their real-world distance, it is possible to recover
the scale factor and bring the data in the correct scale;

• bringing the model in the correct reference frame: if some mark-
ers or known points have been acquired using a total station, the
model can be easily brought into the same reference frame used
for all the other analysis/surveys/measurements of the site. In
this way, the produced documentation can be integrated in a GIS
system or even geo-referenced.

Data processing and 3D model generation require practice, given
the need to deal with geometry cleaning and meshing. Neverthe-
less, the proposed pipeline is consolidated enough to have non-CG
personnel to manage the data. Archeologists have carried out most
of the data processing needed in our experiment.

5. Experimental data and results

All the images used for data testing were acquired using a Nikon
D70 with Nikkor lenses, with a resolution of 10 MPixel. The original
dataset of 400 images was  divided in several groups depicting the
various stages of the excavation. Each subgroup was  uploaded to
the Arc3D server, and each level was  generated with a number of
images varying from 31 to 49. Unfortunately, part of the less inter-
esting portions was  not covered by the acquisitions. This suggested
the need to acquire a bigger number of images, with an even more
careful planning of the photographic campaigns.

After the processing pipeline described in previous section,
seven models covering a period of 17 days (from 21st June to 7th
July 2010) were created. The size of models goes from 1.2 to 1.8
million triangles. The complexity level of the geometry was  chosen
as the best trade-off between detail preservation and easiness of
navigation.

The images presented in this paper are related to four time steps
(Figs. 5 and 6), which have been selected to present easily visi-
ble changes in the excavation, like the enlargement of a posthole
location and the creation of a new excavation.

5.1. Data assessment

The lack of a reference model of the excavation (e.g. a model pro-
duced with active 3D scanning) prevented from a point-to-point
evaluation of the precision of the obtained data. Some preliminary
work in this direction has been proposed [20,21], but a comprehen-
sive testing activity would be useful.

For this evaluation, we  used some of the markers that were
present in the scene (but not used in the scaling process on
purpose), but also measuring distances between reference points
available in the original excavation documentation. In this way, it
was possible to evaluate the precision of the 3D model with respect
to the “manual”, on-site measurements.

The results were encouraging, with an average of 1.8 mm dis-
crepancy in measures ranging from 1 to 2.5 m.  Considering that
the average pixel size on the ground is 3 mm,  even with the recon-
struction noise, the level of error is more than acceptable for the
proposed activity. We  left an extensive comparison with 3D scan-
ning devices on an excavation to future tests, but we analyzed a
possibly more critic feature of the reconstruction methods: the
repeatability.
excavation monitoring using dense stereo matching techniques,

5.1.1. Repeatability
Repeatability is an essential property for any acquisition tool

used to produce 3D models at different times and to support any
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Fig. 3. Repeatability Test. Left: the two datasets of the same object (pure geometry above and with mapped color below). It is possible to appreciate their really similar
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urther metric comparison between those models. Starting from
ifferent photographic dataset of the same object, we need the sys-
em to be able to produce reconstructions with a difference below
he minimal amount of modification we want to measure between
ifferent stages of the excavation. Our concern is that, when acquir-

ng two subsequent steps in the excavation, the unchanged area
hould produce two (almost) identical geometries, to avoid to
eport false changes in the excavation shape.

To evaluate repeatability of dense stereo matching reconstruc-
ion, we acquired two sets of photos of the same object and
rocessed them independently using Arc3D, finally comparing the
btained models.

We  show here a comparison between two models of an area
f the Uppakra site (one of the postholes in the excavation, around

 m wide). In order to be able to compare the data, the models were
caled and aligned using some markers in the scene, as previously
escribed.

Looking closely at the geometries obtained from the two dataset
as visible in Fig. 3), it is possible to observe how the reconstructed
eatures visible in the first model are clearly recognizable also in the
econd model, making possible an effective qualitative comparison.

The measurement of the geometrical deviation between the two
odels showed that more than 90% of the surface has a deviation

f less than 1 cm,  and 50% of less than 0.5 cm:  it is possible to see a
raphical representation of this data in Fig. 3, where the deviation
rror is color coded. The error distribution does not present any
articular pattern or distinct accumulation (which would indicate
ome kind of non-rigid deformation or bias).

.1.2. Considerations on the reconstruction tools
The data assessment has been carried out on 3D mod-

ls generated by three tools (Arc3D web service, Photo-
ynth/Bundler + PMVS2 and AutoDesk PhotoFly), obtaining quite
imilar geometrical results. A simple geometrical comparison
etween the geometries obtained from the three tools showed a

evel of discordance similar to the one found in the repeatability
valuation (less than 1 cm for geometries around 2 m in size).

We can safely say that the three systems may  be used in this
ind of activity.

There are, however, differences in how the tools behave in terms
f output data density, resilience to non-optimal photo dataset
insufficient photo coverage, photos too far apart, blurred photos,
ighting problems), visual/geometrical quality of output data and
Please cite this article in press as: M.  Dellepiane, et al., Archeological 
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ool flexibility.
Arc3D proved to be extremely flexible. The possibility to tweak

xtraction parameters for each processed photo make sometimes
ossible to obtain usable results also from difficult dataset; also
 is below 1 cm deviation. Reference color scale is shown below the model (unit is in

the density of reconstruction and the data cleaning are fully in the
hand of the user. On the downside, Arc3D seems to more often fail
to reconstruct the 3D data if the photo dataset is non-optimal (or
even if the photos are not in the correct order).

Photosynth/Bundler + PMVS2 is a bit less flexible and easy to
use; however, the user can operate on data density and cleaning
operations. Moreover, the system is very robust even when dealing
with non-optimal photographic sets.

PhotoFly tool is completely automatic, and only the final
resolution of the model may  be selected (using a simplistic low-
medium-high option). The visual quality of results is usually very
good, but the surface creation algorithm tends to automatically
fill unsampled areas: while this may  not be a problem for small
holes, it is often difficult to distinguish between a correctly recon-
structed area and a filled one, making somehow unreliable the data
comparison between time steps.

Since we  already had some background experience in using
Arc3D, we chose to use this tool for the generation of the bulk of
the 3D models used in the next sections (the different time stages
of the excavation).

5.2. Visualization

The test case presented in Section 5 produced several layers of
the same excavation. The geometric data were all scaled to real
measures and aligned using the measurements made with the total
station on the markers in the scene.

The aim of the test was  to show that this type of data can be
a very valuable instrument for monitoring and documenting an
archeological excavation. Hence, a series of ad-hoc features have
been implemented in the context of MeshLab [17] by following the
initial requests of the test users. These initial features were chosen
to show that the work of the archeologists could be improved by
an easier way, obtaining some of the typical data used for docu-
mentation and the possibility to extract additional information in
a straightforward way. A snapshot of the interface of this specific
MeshLab feature is shown in Fig. 4.

5.2.1. Spatio-temporal visualization
Once we  have put all the acquired 3D models in the same

reference frame, we are able to visualize spatial and temporal infor-
mation at the same time.

If a label with the acquisition date is attached to each model,
excavation monitoring using dense stereo matching techniques,

a very simple functionality can order the 3D models by date, and
show them one by one using a slider. Hence, the evolution of the
excavation can be easily visualized by changing the position of the
slider.

dx.doi.org/10.1016/j.culher.2012.01.011
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ig. 4. A snapshot of MeshLab interface: the red box shows the Time Slider, the 

napshots tool.

This provides a very intuitive way to find the areas that were
odified, and the “story” of the excavation is always available. Gen-

rated data (measures, snapshots) may  be automatically marked
ith the correct time step. In addition, visualizing the levels from
ifferent points of view can provide additional information, and
ossibly suggest future actions. The red box in Fig. 4 shows the intu-

tive interface of Time Slider, where moving the slider can change
he acquisition day.

.2.2. Data extraction tools
The visualization of the set of 3D models in the context of

eshLab gives direct access to some simple features which can
e extremely important to extract significant data. One of them is
he measurement tool, that allows the user to select two  points
nd computes the distance between them (see the blue box in
ig. 4, inserted in the image to highlight a selected distance and
he numeric value computed by MeshLab).

The snapshot feature is another simple but effective tool. The
esolution of the screen is usually not sufficient to produce good
uality illustrations (e.g. to be printed at the large scale). Regard-

ess the result produced on the screen, MeshLab gives the possibility
o re-generate it at a user-defined high resolution, using the same
iew, illumination or shader, making it a useful instrument for doc-
menting on paper or with illustrations a geometric 3D model.

To make the documentation of this kind of datasets easier, the
ossibility to take, with a single button, a snapshot for each layer
as added (green box in Fig. 4).
Please cite this article in press as: M.  Dellepiane, et al., Archeological 
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The snapshot functionality is important for two  main reasons:

it easily creates the type of data which is used by archeologist for
current monitoring analysis. Snapshots can be used as “photos”
oxes shows a single measurement tool result, the green box shows the multiple

of the excavation, so that most of the typical analysis can be done
on them;

• it generates an image of the various excavation phases from
a perfectly overlapping point of view, which is hard to obtain
using photos. In addition, canonical views (i.e. orthographic view
from the top, front, left, right) are created with a click. For
example, Fig. 5 shows the evolution of the excavation from the
top of the azimuthal direction, a point of view that is almost
impossible to obtain with a photograph. Fig. 6 describes the
same evolution from the left side, showing only the geometry
information.

Moreover, by saving the camera parameters (position, orienta-
tion and FOV), it is possible to memorize an interesting view and
being able to replicate it later, for example, as new data become
available.

The interactive slicing rendering is another visualization mode
that enables the local inspection of the 3D models. The idea is to clip
the model with a slicing plane, which can be moved along one of the
main axis. In this way, the profile of the excavation in a particular
area becomes more apparent.

The user may  select the axis along which to move the plane
and control the slicing offset. It is possible to see one half of the
sliced model (the one behind the slicing plane), or to render only the
cross section. This visualization paradigm is useful both on a single
mode (to better appreciate the cross section of the excavation) and
on multiple visible layers (to compare the evolution of such cross
sections, like in Fig. 7). By mixing and matching the various options,
excavation monitoring using dense stereo matching techniques,

it is possible to obtain interesting rendering, like the one in Fig. 8.
This is just a visual representation but, using the measuring tool,
it is possible to easily measure the displacement between the time
steps in any spot.

dx.doi.org/10.1016/j.culher.2012.01.011
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Fig. 5. Snapshots of the various time steps from the ca

MeshLab will very soon include also a filter that will allow saving
ross sections in a vector format (SVG) that is now under devel-
pment. The possibility to generate and export cross sections in a
ormat usable inside desktop publishing software (but still contain-
ng the correct measures) is an incredibly useful feature, making
t easy to generate scale drawings and schemes, integrable in an
xisting documentation protocol.

.2.3. Photographic reference
Since the photos used in the 3D reconstruction have been, in
Please cite this article in press as: M.  Dellepiane, et al., Archeological 

Journal of Cultural Heritage (2012), doi:10.1016/j.culher.2012.01.011

he matching process, geo-referenced in the 3D model space, it is
ossible to retrieve their position w.r.t. the reconstructed 3D model,
nd possibly take advantage of it.

ig. 6. Snapshots of the various time steps from the canonical “left side” view,
howing the evolution of the geometry of the excavation.
l “top view”, showing the evolution of the excavation.

Fig. 9 shows a snapshot of the 3D model obtained with one pho-
tographic acquisition, together with the corresponding positions in
space of all the images used for the reconstruction. The acquisition
path is clear, with the coverage going from the whole scene to the
most important features (the postholes).

Moreover, it is also possible to go beyond this, and reference,
with a minimal manual intervention, new images to the 3D dataset.
This may  be useful to locate/project in their specific spatial context
photos with special illumination (grazing light, fluorescence. . .),
photos with reference objects, but also sketches done by the arche-
excavation monitoring using dense stereo matching techniques,

In this way, the typical documentation material could be geo-
referenced, creating a spatial documentation, easier to access and
navigate.

Fig. 7. Interactive slicing visualization. The dataset is viewed from left, and the slic-
ing  plane is moving farther along the view direction, showing the evolution between
two time steps.
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ig. 9. Snapshot of a reconstructed excavation, with the respective positions of the
mages used for dense stereo matching.

. Conclusions and future improvements

In this paper, we presented a methodology for the use of dense
tereo matching systems for the monitoring of an archeological
xcavation and an assessment of the results obtained in an on-site
ampaign.

The results of this experiment demonstrate that, by following
 careful acquisition and a processing pipeline, it is possible to
roduce quite accurate and reproducible data. This work proved
ow the use of this methodology for the archeological investi-
ation exponentially increases the documentation quality of the
ite, reducing in most cases the time spent to collect the data. This
ethod, if properly combined with other technologies such as Total

tation or GPS (GNSS), can generate very powerful spatio-temporal
nformation.

The material acquired and elaborated during this experiment
as used primarily for data assessment, and for showing a new
erspective in visualization and analysis: a spatio-temporal context
here the evolution of the excavation is exposed in a very intuitive
ay. In addition, simple tools for the creation of snapshots and

nhanced visualization showed that 3D models can improve the
uality of documentation strategies, with a minimal overhead of
ime for data acquisition.

Another advantage of the proposed system is the inte-
ration with the current documentation pipeline workflow:
Please cite this article in press as: M.  Dellepiane, et al., Archeological 
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hree-dimensional models can be added to the usual data, and it
s also very simple to provide new information in the state-of-
he-art format (i.e. creating snapshots or measuring distances, or
 PRESS
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even including 3D models in text documents, for example using
the Acrobat3D data format to add interactive 3D models to pdf
documents).

Our belief is that this family of 3D-from-images tools may  be
of great help also in the framework of archeological studies: being
able to visualize the complete geometry of the excavation, with its
evolution in time, may  be an invaluable instrument when teach-
ing the excavation techniques and the management of a site. Like
chess players may  learn by studying important matches of the past,
it would be possible for the students to explore (spatially and tem-
porally) important excavations carried out all around the world.

Possible future improvements are:

• improvement of output data: during the presented test, the bulk
of the dataset has been processed using Arc3D (while the other
tools have been used for the data assessment), but a web-service-
based system prevents from having any kind of feedback during
acquisition. The next tests will be performed directly on the field
using also Bundler and PM2VS [22] in all the time steps. If a robust
processing pipeline will be found, it could be possible to refine the
acquisition on-site.

Another possible extension could be the improvement of color
detail, using the input images to re-project the color information
on the 3D model [23]; a new version of MeshLab is planned on
fall 2011, including this enhanced management of color and re-
projected textures.

• definition of a formal guideline for archeologists: based on the
results of the tests and on the feedback by the users, a more
detailed guideline for the monitoring using dense stereo match-
ing could be defined in order to standardize the acquisition
process. Some of the important issues to take into account could
be: markers placement, photographic campaign strategy, pro-
cessing and integration of data.

• annotation: in order to perfectly integrate the 3D models in the
documentation process, simple annotation tools should be made
available, so that text, images and other contents can be spatially
and temporally referenced directly on the 3D models.
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