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Abstract: Virtual reality (VR) technologies have become more and more affordable and popular in the
last five years thanks to hardware and software advancements. A critical issue for these technologies
is finding paradigms that allow user interactions in ways that are as similar as possible to the
real world, bringing physicality into the experience. Current literature has shown, with different
experiments, that the mapping of real objects in virtual reality alongside haptic feedback significantly
increases the realism of the experience and user engagement, leading to augmented virtuality. In
this paper, we present a system to improve engagement in a VR experience using inexpensive,
physical, and sensorized copies of real artefacts made with cheap 3D fabrication technologies. Based
on a combination of hardware and software components, the proposed system gives the user the
possibility to interact with the physical replica in the virtual environment and to see the appearance
of the original cultural heritage artefact. In this way, we overcome one of the main limitations of
mainstream 3D fabrication technologies: a faithful appearance reproduction. Using a consumer
device for the real-time hand tracking and a custom electronic controller for the capacitive touch
sensing, the system permits the creation of augmented experiences where the user with their hands
can change the virtual appearance of the real replica object using a set of personalization actions
selectable from a physical 3D-printed palette.

Keywords: augmented virtuality; 3D printing; virtual reality; capacitive touch sensing; human–
computer interaction

1. Introduction

Virtual reality has long been a subject of investigation. From the first proposed de-
vices (Telesphere Mask [1], The Sword of Damocles [2]), several aspects of this field have
been subject to research, including hardware, rendering, haptic feedback, multisensory
experiences, and collaborative interaction. The release in the last few years of affordable
commercial devices (Oculus Rift, HTC Vive) has renewed and accelerated research inter-
est in these technologies. One strand of these investigations is integrating objects and
environments of the real world in the VR application itself to increase their realism. Such
integration raises several challenges: the visual quality of the virtual representations of real
objects, the tracking of the real object for a precise merging of the real and virtual worlds,
the simulation of control of the object behaviors in the application in terms of interaction
with the virtual environment, and interactivity with the user. In particular, several works
show how the simple passive haptic feedback of a real object mapped in the VR experience
increases its realism and the engagement of the user [3–5]. The emotional impact of real
physical objects in relation to their virtual representations plays a significant role in the
user experience.

VR technologies have also impacted the cultural heritage (CH) field, especially as
tools for virtual tourism or the visualization, reconstruction, and interpretation of historic
and prehistoric sites, landscapes, and objects. A knowledge gap exists around investigating
how to map the physical reproduction of CH artefacts in VR while also taking advantage
of object haptic feedback, thereby turning those objects into interactive tangible interfaces.
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The use of authentic artefacts themselves for interactive user experiences raises several
problems about the integrity of—and care for—the heritage record. Fortunately, 3D printing
technologies can help to overcome such problems. However, some practical constraints
severely limit the wide adoption of 3D-printed replicas in the context of virtual and physical
exhibition visits. The main issue is the quality/price ratio of the physical reproductions.
Even high quality, expensive fabrication technologies produce reproductions of a quality
that is often perceived as below the threshold of the expected CH standards; for consumer-
accessible, cheaper fabrication technology, the results are even worse. Indeed, a high-quality
appearance reproduction of an artefact is a complicated and costly process that cannot be
used in most CH contexts for practical and economic reasons.

To face these issues, we explore the coupling of VR consumer technologies with the
direct manipulation of 3D-printed artefacts to create an interactive tangible user interface
in the virtual environment. The main objective is to build a low-cost VR system offering the
user the possibility of a mixed virtual/real experience that can be perceived as more accu-
rate and engaging. In this way, when interacting with a low-cost physical (3D-printed) copy
whose appearance and finishing are far from the original one, the head-mounted display
(HMD) provides the user with an enhanced visual experience. The feeling of touch over
the replica, the replica interactivity, and the high-quality visuals of the HDM dramatically
enhance the immersion and the user’s emotional impact. Using the reality–virtuality con-
tinuum taxonomy proposed in [6], what we propose is an augmented virtuality experience
based on interactive and touch-sensitive 3D-printed objects.

In this paper, we present a system to improve user engagement in a VR experience
using physical copies of 3D scanned authentic artefacts. The physical copies are made with
low-cost 3D fabrication technologies, which allow the inexpensive production of multiple
copies. The proposed VR system is based on a combination of off-the-shelf hardware
components and custom electronic circuitry connected by specially developed software
libraries. In particular, we use a commercial HMD (HTC Vive) and its extension for the
tracking of real objects (ViveTracker) integrated with a consumer device for real-time hand
tracking (LeapMotion) and a custom electronic controller for capacitive touch sensing to
transform the 3D-printed replica into a tangible interactive user interface. The proposed
setup gives the user the possibility to interact in a new way with the virtual environment
and the physical replica. The approach allows seeing more faithfully the original artefact’s
appearance, thanks to the rendering quality of the HMD, overcoming the current limitations
of low-cost 3D fabrication technologies. Moreover, with its real-time hand tracking and
capacitive touch sensing, the system detects when and where the user touches the replica.
This system permits the creation of virtual experiences where the user, with their hands, can
change the virtual appearance of the object using a set of personalization actions selectable
from a physical 3D-printed palette (Figure 1), such as, for example, to paint over the object
surface or to attach additional virtual objects. To summarize, the most important result in
our work is the design and implementation of an innovative, touch-enabled 3D-printed
interface, using off-the shelf-components and low-cost custom electronics, that is easy to
integrate into VR applications. The paper describes the technical design of the system
highlighting the strong points and the limitations. Up to now, no other devices allow
physical interaction with accurate 3D printing replicas in VR, computing when and where
the user touches the replica surface. Then, we present a simple cultural heritage application
based on the virtual personalization of 3D printing replicas. Its goal is to create a feeling of
the object being “theirs” to transfer the sense that these artefacts are creative and malleable
pieces of material culture. The proposed system offers users new creative experiences that
interact with physical 3D-printed artefacts while seeing the appearance of these artefacts
true to their original form.

The remainder of the paper is structured as follows. Section 2 deals with the state of
the art in the research fields related to the proposed system: real-world mapping in VR,
touch-sensitive surface, and 3D printing for CH. In Section 3, we present the proposed
system describing the hardware setup employed for the physical object tracking, the hand
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tracking, the object touch detection, and the software components necessary to connect
the hardware. In Section 4, we describe the acquisition and processing of the data needed
to print the 3D replicas and create their virtual copies. It presents how the implemented
system works in practice, describing the experience offered to users. Section 5 discusses our
results, presenting user feedback collected before the COVID-19 pandemic and commenting
on the system’s advantages and limitations. In Section 6, which concludes the paper, we
outline the important findings and key insights.

Figure 1. (Left) Photos of the hardware of the system: HTC Vive, LeapMotion, Vive Tracker, the
3D-printed support with the replica that hosts the controller for capacitive touch sensing. (Right) Ex-
ample of a painting session.

2. Related Works

Following the general trend of exploiting the most advanced digital technologies for
enhancing the experience and the engagement of the fruition of cultural heritages [7,8], we
pursue the use of emerging 3D printing and virtual reality technologies.

The proposed system is based on the collaboration of several technologies related
to different research fields: the integration of real-world objects and environments in VR,
the solutions to transform any surface in a touch-sensing interface, and the application of
digital fabrication techniques in the CH context. This section presents the state of the art of
these research topics.

2.1. Real World Mapping in VR

Researchers in the VR community have realized that to augment the realism of a VR
experience, the simple focus on enhancing the visual aspect of that experience alone is
not enough. A fundamental contribution is given by the sense of touch, which in [9] is
described as the sense that contributes most to making things real: the sense that cannot
be fooled and is most arousing for humans. To enrich the virtual environment with real-
world content allows us to enhance the user experience, making it more emotional and
engaging [10]. The results of the first user studies in this field [3,11] showed that physically
touching a virtual object makes it more real for the user. The use of physical objects and toys
tracked in a virtual playground for children was also investigated in [4]. The experiments
compared the levels of enjoyment and the speed and accuracy of handling objects with
tactile augmentation versus the case without tactile augmentation, that is, just using hands.
The results showed that tactile augmentation improves accuracy in handling objects and
increases the level of enjoyment. Similar results were also obtained in [5] studying if using
real objects in VR is better than using controllers such as mouses or game controllers to
manipulate objects shown in VR. The user tests showed that physical objects are more
fun to use but not more straightforward due to tracking system limitations and failures to
match the virtual object with the physical one. Recent works have proposed systems to
map real objects into VR, such as to catch a physical ball while in a virtual environment
[12], to interact with a tangible ball with the feet in real time by only seeing its virtual
representation inside an HDM [13], to study the impact of the real objects mapped in VR
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in maintenance training simulations [14], to map and track real objects in VR using RGB
cameras and neural networks [15], and to use a virtual polarized light microscope for
archaeometric learning [16].

Related to our work is the concept of substitutional reality introduced in [17]. The main
idea is to define a class of virtual environments where every physical object surrounding
a user is paired, with some degree of discrepancy, to a virtual counterpart. The authors
studied how far the mismatch between the virtual and the real object can be before the VR
illusion is broken for the user. Following this idea, several works were conducted to map
many differently shaped virtual objects onto one physical object by warping virtual space
and exploiting the visual system dominance using a framework called haptic retargeting
[18]. The main works are based on hemispherical sparse haptic proxy geometry [19],
motorized turntables to rotate the correct haptic device to the right direction [20], robotic
arms [21], motorized robots [22], and drones [23,24] that move the proxy to match the
virtual geometry wherever the user is touching. In this context, an active research field is
to map the virtual world and free walking inside that world to the real world where the
user moves. Several works provide solutions for real-world walking while users explore
and stay fully immersed inside large virtual environments. Examples include: a solution to
avoid collisions with objects and people in the real world [25], systems to match a given
pair of virtual and physical worlds and to explore large virtual environments from small
physical environments [26–29], and a method to embed real-time 3D reconstruction of the
real world in a virtual one [30]. A complete review of this topic can be read in [31].

Alternative solutions are based on multimodal haptic devices, an orthogonal direction
to our method. In this case, the goal is to simulate a high-fidelity haptic interaction with
virtual objects in virtual reality using devices able to produce multimodal haptic stimuli.
Some of the proposed solutions are fingertip haptic devices to simulate different modalities
(softness, roughness, temperature, shape, vibration, mass, force) [32,33], active surfaces
based on pin [34] and multicell array [35], midair devices with ultrasounds [36], air jet [37],
and laser [38]. For a complete survey on these technologies, read [39].

In the context of the aforementioned research, we propose the first system that, using
3D-printed objects as tangible interfaces, can infer when and where the user touches the
replica with a precision that allows virtual painting over the surface.

2.2. Touch Sensing

Today, touch sensing is a popular technology thanks to its application in commercial
touchscreen devices. Over the years, this technology has been adapted to different applica-
tions, such as interactive spaces [40,41], interactive objects [42], body interfaces [40,43,44],
and augmented cloths [45] and fabric [46]. Different methods can be used to fabricate a cus-
tom touch sensor: crafting with conductive copper and gold leaf [43], silicone casting [47],
inkjet printing [48], screen printing [44], and 3D printing [42]. Several technologies have
been also proposed to sense touch: optical methods with depth cameras [49], acoustic
methods [50], resistive methods [47], electric field sensing [51], impedance profiling [52],
time domain reflectometry [53], and electric field tomography [54].

Today, the most used technology for touch sensors is capacitive sensing. Its basic intent
is to measure capacitive coupling changes between the human body and the electrodes of
sensors made of conductive materials, such as solid metal parts, foils, transparent films,
textiles, inks, and paints. See [55] for a comprehensive analysis and review of the research
on capacitive sensing.

In the proposed system, we use conductive paint and a low-cost electronic shield to
transform the painted surface of the 3D replica into a capacitive sensing surface.

2.3. 3D Printing and Cultural Heritage

The last decade has shown a significant amount of research interest in 3D printing
technologies and, more generally, digital fabrication techniques. While the main applica-
tion domain of 3D printing has been the manufacturing industry, it has proved effective
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in multiple other contexts, such as CH, where it has been possible to test its flexibility
and quality.

In [56], the authors investigated how people interact with 3D digital copies of CH
artefacts compared to forms of traditional observation without manipulation. In particular,
they tested three different interaction modes: visual examination of the real artefact,
immersive visualization of a 3D reconstruction, and 3D-printed replica interaction. The
first experiment showed that the user’s immersive experience and visual experience with
original artefacts resulted in similar perceptions of color and weight. At the same time, these
characteristics are difficult to perceive with 3D prints. The misinterpretation of weight and
color might also lead to misinterpretation of the artefact’s function and other qualities (e.g.,
material). The second and the third experiments suggested that the traditional museum
setting limits engagement with the artefacts, and that users are more engaged with a
tactile experience with a replica. These results justify our choice to merge virtual reality
technologies with 3D printing replicas. In this way, the user can visually perceive the main
characteristics of the artefact, with a more engaging experience thanks to haptic feedback.

A study on the introduction of 3D-printed replicas inside a museum was conducted
by [57]. The authors investigated how museum visitors consider using 3D replicas, how
they understand them, and whether these surrogates are welcome within museums. An
evaluation was presented, finding that visitors were enthusiastic about interacting with
touchable 3D-printed replicas, highlighting potential educational benefits and enjoyment
while visiting museums.

An analysis of the critical issues in the production process of the replicas in CH was
presented in [58]. A complete overview of fabrication technologies applied in CH contexts,
with a discussion of strengths, limitations and costs, can be read in [8].

3. Materials and Methods

The main intent of the proposed system is to allow an end user to interact and
manipulate a low-cost physical copy of a CH artefact in a virtual environment. The user
can see the original object’s appearance and apply a set of personalization actions to change
this appearance, such as painting on its surface or attaching other objects. The three main
goals of this research are:

• to enhance the visual appearance of a low-cost physical copy of an artefact using a
VR device, i.e., an HMD, to overlay virtually over it the faithful appearance of the
original object;

• to enhance the user’s emotional impact, giving them the possibility to manipulate in
their hands the physical replica in the virtual environment, taking advantage of the
touch feedback;

• to enhance the user’s immersion and engagement, allowing the virtual personalization
of the replica by changing its virtual appearance when touching the surface, using a
physical personalization palette.

To reach the above goals, we need to satisfy the following requirements:

• to compute the position and orientation of the physical object in the virtual environ-
ment using a robust tracking solution to guarantee an accurate and precise overlay of
the virtual 3D model of the original object over the replica;

• to show the user’s hands in the virtual environment, tracking the movement of each
part of both hands to create virtual models that are as realistic as possible;

• to detect when and where the user touches the replica to modify the virtual model at
the right position and time;

• to satisfy all the previous requirements in real time to guarantee a high-quality
user experience

To meet all the requirements, we designed a system composed of custom hardware
components (Section 3.1) and a software library (Section 3.2). Figure 2 shows a scheme of the
hardware and the communication channels used to exchange data with the software library.
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The hardware component is in charge of tracking the replica in the virtual environment,
tracking the user’s hands, and detecting the touch event over the replica surface. The
software library, distributed on the replica hardware and the PC that runs the experience,
gathers all the data produced by the hardware devices, computes the position on the
surface when the user touches the replica, and visually returns all this information to
the users.

Client Thread

Unity App

PC

ViveTracker

Touch-sensitive
 replica

MPR121

NodeCMU

Touch Server

3D Printed Support

LeapMotion

HTC Vive

WiFi

Bluetooth

Bluetooth

USB

HDMI

Figure 2. Scheme of the hardware and software components of the proposed system with the channel
used to exchange the data (touch, tracking, and visual data).

3.1. Hardware Setup

The proposed hardware setup is composed of five parts:

• the HDM for the visual VR experience and the tracking of the 3D-printed replica in
the VR environment—in our case, the HTC Vive [59];

• the LeapMotion [60], an active hand tracking device;
• a 3D-printed support to mount the physical replica on the HDM tracking device, the

Vive Tracker [61];
• a physical palette attached to the 3D-printed support to give the user the possibility to

select the type of personalization to apply on the surface of the virtual object;
• an electronic controller to detect when the user touches the replica and the personal-

ization palette.

3.1.1. Physical Object Tracking

The device was designed around the HMD HTC Vive [59], a commercial virtual reality
headset. It comprises a head-mounted helmet, two or more input controllers, and two
base stations that use an active optical infrared tracking system to compute the helmet and
controller’s position and orientation in the play area with a millimeter’s accuracy [62]. The
first requirement of our system is to track the position and orientation of the physical replica
in the play area in real time with high accuracy to create the relative virtual object in the
right place in the virtual environment. To reach this requirement, we used the Vive Tracker
[61], an accessory of the HTC Vive, to track a real object in the play area using the infrared
tracking system. We mounted the physical replica and the Vive Tracker together rigidly
thanks to a custom 3D-printed support. In this way, the replica position and orientation are
described by a simple rigid transformation with respect to the tracker. We take advantage
of the tracking information of the tracker, extracted by the HTC Vive driver, to compute
the actual replica position in the play area. The driver extracts this tracking data with a
refresh rate of 250 Hz.
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We designed the custom support to mount the replica and the tracker together. We
made it with a consumer 3D printer based on fused deposition modeling (FDM) technology
using polylactic acid (PLA). The support is built of several 3D modeled pieces (Figure 3).
The central piece is the base (yellow in Figure 3) where the other elements connect. There
is a palette at the left of the base to mount the touch-sensitive buttons (green in Figure
3), which allow the selection of personalization actions that can be performed over the
replicas. These five buttons are joined with a screw and a bolt also needed for the electric
connections. At the right of the base, we mount the Vive Tracker (black in Figure 3) using a
standard camera mount screw (1/4′′ screw nut) and a pin to avoid ambiguity in orientation
during assembly. At the bottom, there is a handle to hold the entire device. The handle
(light blue in Figure 3) is composed of two pieces to allow the mount on the back of a sensor
for the capacitive touch sensing discussed in Section 3.1.3 (Figure 4e). In front of the handle,
a big touch-sensitive button (orange in Figure 3) is needed to solve the calibration issue
in integrating the LeapMotion with the HTC Vive (discussed in Section 3.1.2). The base
presents a female joint to mount the 3D-printed replica without ambiguity and a hole to
fasten the replica with a metal screw in the upper part. The 3D replica presents the relative
male joint to be fastened on the support (pink in Figure 3). The base is caved to host the
electronic hardware needed to detect the touch events. Figure 5 shows the 3D-printed
pieces of the support before the mounting. Figure 4 shows the photos of a real mounted
device.

(a) (b)
Figure 3. 3D models of the 3D-printed support. (a) Exploded view of the different pieces of the
support: base (yellow); handle (light blue); Vive Tracker (black); palette buttons (green); calibration
button (orange); replica with joint (pink). (b) View of the mounted model.
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(a) (b) (c) (d) (e)
Figure 4. Photos from different point of view of a mounted device. The black surface is painted with
a conductive coating. (a) Front view. (b) Right view. (c) Back view. (d) Left view. (e) Bottom view.

Figure 5. Photos of the 3D-printed pieces of the support. (Left) Base and handle. (Right) Buttons
painted with the conductive coating.

3.1.2. Hand Tracking

Hand tracking is fundamental to giving users the correct visual feedback in the virtual
environment during their manipulation and interaction with the physical object. Visualiz-
ing the user’s hands faithfully with accurate animation increases emotional engagement in
the experience and makes the interaction more natural. For the hand tracking, we used
the specialized sensor device Leap Motion [60] mounted rigidly in front of the HTC Vive
helmet (Figure 6a). This sensor allows real-time and accurate tracking of both hands. It
returns the position and orientation of all the joints and bones used to model the hand. The
refresh rate of the tracking data is 200 Hz. The accuracy of the tracking data is less than
3 mm [63]. Figure 6b shows a stylized model of the hands tracked by the Leap Motion in
the VR environment. A first calibration of the Leap Motion space in the play area defined
by the HTC Vive is provided directly by the Leap Motion. This calibration allows us to
know each hand position and orientation in the coordinate space defined by the play area.
Unfortunately, this automatic calibration has some accuracy issues due to the different
accuracy of the two devices (LeapMotion and ViveTracker) and the mounting process of
LeapMotion in front of the helmet: a manual process prone to errors. To overcome these
problems, we introduced the calibration button over the handle of the support. At the
beginning of the VR experience, we ask the user to touch the center of the button with
their index finger. The touchpoint is visually highlighted with a red circle in the VR and
augmented from the haptic point of view with a hole in the physical button. In this way,
the recognition of the point to touch both in VR and the real world is easier. Every time the
user touches the calibration button, we compute the translation to move the tip of the index
finger in the virtual world in the center of the button according to the world coordinate
system. We use this translation vector to adjust the calibration of the LeapMotion space in
the HTC Vive tracking area. Even if this procedure is rough, the results are useful, proving
easy to perform for the user.



Remote Sens. 2021, 13, 2186 9 of 20

(a) (b)
Figure 6. (a) Leap Motion device mounted in front of the helmet of the HTC Vive. (b) Stylized model
of the hands tracked by the Leap Motion.

3.1.3. Touch Detection

The third requirement of the proposed system is to detect in real time where and when
the user touches the replica during the personalization action of its virtual appearance. The
main intent is to have a device that can detect the right position touched by the user on
the virtual object’s surface and the right moment to apply the personalization. In recent
years, several solutions have been proposed to track the hand with active 3D depth sensors.
However, they cannot be used for our task because they require huge computational
resources, and the tracking accuracy highly degrades when the user manipulates an object
in their hands. For this purpose, we designed a hybrid hardware–software solution. The
touch event on the surface (when the user touches the surface) is detected with a custom
electronic controller based on the capacitive touch sensor principle. The position on the
surface touched by the user is computed by a software component using the ray casting
procedure explained in Section 3.2. The electronic controller is based on a low-cost open-
source Arduino-like microcontroller with WiFi connection (NodeMCU [64]), paired with
a shield specialized for capacitive touch sensing (MPR121 [65]), with 12 different input
channels. Each channel is connected to a different surface that must be touch-sensitive. In
particular, we used seven input channels: one for the replica, five for the buttons of the
personalization palette, and one for the calibration button. Since the replica and the buttons
are printed with plastic material (PLA) using a classical FDM 3D printer, they cannot be
used directly as capacitive sensors because PLA is not conductive. To solve this problem,
we spray-painted the surface of the objects with a graphite-based coating that provides an
electricity conductive layer (black surfaces in Figure 4). The controller is completed with
a shield to connect and charge a LIPO battery that powers the device. All the hardware
is mounted on a 3D-printed support to keep the controller as compact as possible and to
facilitate hosting in the bottom part of the 3D-printed base component (Figure 7).

Figure 7. Photo of the 3D-printed support to host the shields to detect and communicate touches on
the conductive surfaces: (left) mounted device; (right) photo of the different pieces.

Moreover, to make the sensing of the MPR121 more robust, we added a copper sensor,
connected to the negative pole of the battery, on the back of the handle of the 3D-printed
support (Figure 4e). In this way, by keeping the support (so the user is touching the copper
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sensor), the user shares a common ground with the MPR121, the local reference of the
human body. The role of the ground is critical since it refers to a common potential to which
all of the objects relevant to the system are electrically coupled. Without this common
ground, the capacitive sensing system does not have a shared reference, which is respon-
sible in many cases for manifesting inconsistent behaviors. The controller communicates
the state changes (touch or release) of the different input touch channels at the software
component via WiFi. The refresh rate of the touch state is 100 Hz.

3.2. Software Component

The developed software library is in charge of gathering all the information from the
hardware devices and returning it to the end user visually. In particular, it receives the
information about the position and orientation of the user’s head (the helmet) and of the
Vive Trackers, the tracking data of the hands from the Leap Motion, and the touch status
on the replica and the personalization palette from the electronic controller described in
Section 3.1.3. The head data is used to set the main camera in the virtual experience. The
Vive Tracker data are used for rendering the virtual 3D model with the original appearance
of the object in the right position in the virtual environment. Since the physical replica
and the Vive Tracker are mounted together rigidly, the replica position and orientation are
described by a simple rigid transformation with respect to the tracker position data. The
touch status is used during the virtual personalization of the replica.

The software was developed inside the real-time game engine Unity [66] with a custom
Unity script and the relative node. For the head, the Vive Tracker, and the hands, we use
the prefab nodes provided by SteamVR and LeapMotion. For the management of the touch
status, we implemented a custom script that manages the WiFi connection with the elec-
tronic controller (Section 3.1.3), then analyzes the received touch status and translates this
status into a visual action. In particular, for communication with the electronic controller,
we use a client–server architecture where the server runs on the NodeMCU controller, and
the client runs in the Unity application inside an asynchronous thread. The server waits
for an input connection from a client. When this connection is open (at the startup of the
Unity application), the server starts sending messages every time there is a change of the
touch status over the replica or the palette buttons. Each message contains the ID of the
touched/untouched area and the touch status (touched/released). The client locally stores
the touch status. During the rendering process, at each frame, the custom Unity script
queries the touch status inside the client thread and the ID of the interested area. The ID
and the status discriminate between the action to perform: to apply the personalization on
the replica or to change the personalization action. The action to associate to each button
of the palette can be changed inside the developed Unity node. In the case of a touch
event over the replica surface, the script must compute the surface position to change
the appearance. For this task, the script integrates all the data coming from the different
hardware devices. In particular, it uses a simple ray casting procedure of a set of rays
against the 3D model of the physical replica after applying the transformation returned by
the Vive Tracker. Each ray starts from the position of the index fingertip returned by the
Leap Motion. We use only the index because it is the most used finger for the interaction
with a touch device. Using some simple observations on how we use a finger to draw
over a surface, we identified three main directions to cast these rays (Figure 8a). The first
direction is defined by the index distal phalanx (the blue line in Figure 8a). With this
direction, we better detect the contact point when the user touches the surface with the
index direction close to the surface normal vector (Figure 8b). The second direction is
defined by the line of view that connects the index fingertip to the user’s head, that is, the
helmet position and the position of the main camera in the Unity application (the red line
in Figure 8a). In this way, detection is more robust when the user touches the surface with
the hand palm in an orthogonal position with respect to the view direction (Figure 8c). In
this case, using only the first direction can produce no hits or hits on the wrong points of
the surface. The hand palm defines the third direction (the green line in Figure 8a) to be
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more robust when the user touches the replicas on the silhouette with respect to the view
direction. These are points on the surface that have a surface normal orthogonal or almost
orthogonal to the view direction (Figure 8d). We cast ten rays distributed in two different
cones of direction with an aperture of 10 degrees for each case. The first cone is centered
around the main direction and the second one around the opposite direction. The opposite
direction permits detection to be more robust against the calibration error between the
LeapMotion and HTC Vive and the accuracy error in the hand tracking. Due to these errors,
when the user touches the surface of the replica, it is possible that the position of the index
fingertip in VR is not exactly in contact with the surface of the virtual object, but could be
slightly inside or outside the virtual 3D model. An example of these two cases is shown
in Figure 9. In total, for every frame in which the user is performing a personalization
action over the replica surface, we cast 30 rays. If during the ray tracing more than one
ray returns a hit with the virtual model, we select the intersection closer to the last point
touched during the same action over the replica or, if it is the first touch, the intersection
closer to the fingertip. If the distance hit is too large (more than 1 cm), we discard the hit
to be more robust against accidental touch with a different finger from the index. Since
the ray casting procedure can be computationally expensive, it could be a bottleneck for
the real-time performance required by our system. To avoid this problem, we do not use
the original 3D model of the object, but a simplified version with fewer triangles (around
3000 triangles) obtained by quadric edge collapse decimation [67]. This decimation reduces
the number of triangles in a controlled way, preserving all the main geometric features
and at the same time introducing a small approximation error, consistently below 1 mm
(Figure 10).

3.3. 3D Model Processing

The system was tested with the 3D-printed replicas of three objects from the archaeo-
logical site of Çatalhöyük in Turkey dated to the Neolithic period: a female figurine, a horse,
and a hand stamp. The 3D models of each object were obtained using 3D reconstructions
from photos. For each object, a set of photos from several points of view was acquired
using a photo lightbox (88 photos for the female figurine, 153 photos for the horse, and 203
for the hand stamp). The lightbox helped obtain as diffuse as possible lighting, improving
the 3D reconstruction quality and the approximation of the surface appearance with a
simple texture map. For the 3D reconstruction, we used Agisoft Metashape [68]. Each 3D
model has around 200,000 triangles with a texture map of 4096× 4096 pixels. For each 3D
model, a simplified version of about 3000 triangles was obtained by quadric edge collapse
with MeshLab [69] to use in the ray casting procedure described in Section 3.2. These
simplified versions allow a fast ray casting of 30 rays that takes less than 10 ms, preserving
the real-time requirement of the application. Figure 10 shows the reconstructed 3D models
with the reduced version and a color map visualization of the error introduced by the deci-
mation procedure. The decimation error is computed as the distance between a vertex of
the original model and the surface of the reduced model. This error is low, as demonstrated
by the color map and the relative error statistics (mean and root mean square).
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(a)

(b) (c) (d)
Figure 8. Ray tracing directions used to identify the point touched by the user. The lines show the
three directions, while the cones show the starting points and the direction of the rays. The blue line
is the direction of the index. The red line is the view direction that connects the index fingertip with
the helmet position. The green line is the palm’s direction. The images on the bottom show a real
example where each ray tracing direction obtains the best results: (b) case for the index direction;
(c) case for view direction; (d) case for the palm direction.

Figure 9. Calibration issues due to the hand tracking. In both cases, in the real world, the user is
touching the object, but in VR, the position of the fingertip is slightly inside (left) or outside (right)
the virtual 3D model.
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Figure 10. Objects used to test the proposed system. For each object, the figure shows the recon-
structed 3D model with Agisoft Metashape, the reduced version computed by the quadric edge
collapse needed for the ray-tracing procedure described in Section 3.2, and the color mapping of the
error introduced by the decimation methods with the relative mean and root mean square errors.
The bar on the side shows the mapping of the color over the distance between the original 3D model
and the simplified version.

4. Results

Using the system, we designed a virtual experience where the end user can see the
original appearance of the physical replica and change this appearance by touching its
surface. Figure 11 shows the three devices and their relative VR counterparts. In particular,
via the designed personalization palette, the user can paint over the surface of the replica
virtually, using the index finger as a brush, or can attach some additional virtual objects
over the surface. With the palette buttons, the user can select a color in which to paint (in
Figure 11 red, black and white), can choose an object to attach, or can opt to undo their last
action. Note that by using more MPR121 shields with a redesign of the palette, we can
add more buttons; in particular, by simply using the free channels on the existing MPR121
shield, we can add five more buttons. Moreover, the associated action to each button (the
color or the object to attach) can be personalized inside the Unity Node. After the selection
of the action, when the user touches the replica, the system paints on the surface of the
virtual object using the selected color, or places the selected object on the point they have
touched, also using the normal vector to orient it coherently. The painting is simulated
by creating a new geometry as a double triangle strip, shown as a half-cylinder over the
surface using the normal data. For every point touched on the surface, we added four
triangles at the strip.
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Figure 11. Photo of the devices made for the three test objects and rendering of their VR counterparts.

The proposed cultural heritage application was developed inside the framework
designed in the EU project EMOTIVE [70] that successfully proposed new technologies for
engaging museum visitors in a deeper way. In particular, the nature of artefactual finds and
the typical form of a museum display of these artefacts means that visitors tend not to have
a good sense that these are creative and malleable pieces of material culture. For this reason,
the proposed system was designed to be integrated into a wider VR experience whose
focus was on personalization and sense of belonging or ownership over items. Painting
on the replica can create a feeling of the object being “theirs”, as opposed to a lifeless and
disconnected thing from the distant past.

A first user test of the system was performed on 30 October 2019, during the final
demo of the technologies developed for the EU project EMOTIVE [70] at the Hunterian
Museum at the University of Glasgow. The system was tested by 16 people, mainly CH
experts. Their feedback was collected verbally and via open-ended comment cards, which
invited users to reflect on what the experience asked of them (i.e., “The experience made
me. . . ”). A small group (four people) did not have any previous practice with VR HMD.
After a short training session, all participants were able to add some drawings to the object’s
surface with an adequate level of ability. The same results were found for those participants
who were using the HMD for the first time. For all users, the experience was reported as
interesting and engaging thanks to the integration of VR and interactive 3D prints. Several
expressed their awe at what the system enabled, while others remarked specifically on its
kinesthetic possibilities and, in the case of one respondent, its potential to inform their own
research. Figure 12 shows a user during the experience. Figure 13 displays some of the
visual results obtained through personalization. The drawings are quite rough, but they
offer a sense of what can be done with the proposed system in real time. Unfortunately, the
COVID-19 pandemic prevented us from instigating a more in-depth and formal user study.
The video in the Supplementary Material shows a personalization session with all three
tested objects.

Figure 12. Photos of a user during the VR experience.
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Figure 13. Examples of personalization created with the proposed system.

5. Discussion

From our initial test with users, the general impression is that the proposed system
offers an engaging experience for them within the VR, thanks to the combined tactile
feedback of the physical replica and visual feedback of the virtual replica offered via
the personalization actions. For the users, their interactions were reported as natural
and fascinating, especially once they felt they had accustomed themselves to navigating
the system. In particular, the tracking and visualization of the user’s hands in VR were
recognized as enabling degrees of interaction and accuracy during their personalization
actions that otherwise would have been impossible to achieve.

Nevertheless, the hand tracking, and the device used for it, were simultaneously the
main weaknesses of the proposed system. In particular, the simple calibration procedure
of the LeapMotion in the space of the play area of the HTC Vive described in Section 3.1.2
permits a reduction of misalignment between the real hand and its virtual model, but
not entirely. Some users needed to perform the procedure multiple times during the
personalization experience to have better multisensory feedback between what they see
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in the VR and what they sense via real touching of the replica. Even if this calibration
procedure is straightforward and fast (the user must touch a point on the calibration
button on the handle of the 3D-printed support), a better and more accurate method could
certainly improve the sense of immersion and engagement of users. A future research
direction might be to investigate a better method for this calibration step or the use of a
more accurate hand tracking solution based on deep learning. An alternative approach
is to apply more evolved capacitive touch sensing technologies to allow the 3D-printed
replica to also detect the touched position on the surface, without software ray-tracing.

Another weakness of the system is related to the 3D-printed replicas. We focus our at-
tention mainly on object geometry and its visual appearance, ignoring other characteristics
of the object that are important to replicate, such as weight, its distribution through the
object, and the tactile feedback of different materials in terms of temperature and roughness.
The user might reasonably expect that the replica has a weight close to the original object
and that it returns tactile sensations similar to the materials they can see and recognize in
the VR. These characteristics are difficult to satisfy with a simple FDM 3D printer using
PLA, thus requiring a more in-depth investigation of advanced and expensive 3D printing
technologies. An alternative research direction might be to use VR wearable haptic devices
with force and haptic feedback to improve these aspects of the experiences.

6. Conclusions

The designed system described in this paper is a combination of hardware and soft-
ware components that permit the user to interact and manipulate a 3D-printed copy of
an artefact in a virtual environment using a physical replica as a tangible user interface,
thereby leading to an augmented virtuality experience. The physical replicas are made with
a 3D printer based on fused deposition modeling technologies. Beyond the technical design
of the system, the paper presented a cultural heritage application. Its goal is to engage users
in exploring these artefacts as creative and malleable pieces of material culture. Thanks to
the VR personalization, the user increases their sense of attachment to items, engaging more
during the cultural site visit. With the proposed system, the end user can see the authentic
appearance of the original object virtually projected onto the physical replica thanks to a
virtual reality head-mounted display. Then, they can apply a set of personalization actions
to change the appearance of the artefact. This act of personalization is critical because
the degradation of the original artefacts over time means that most personal or creative
touches that may have been applied to the objects in the past (e.g., paint or other decorative
additions) have faded or entirely disappeared. The personalization actions thus enable
users to experience a more faithful and embodied set of engagements with the objects,
turning them from colorless, often seemingly lifeless things into dynamic and malleable
testaments to past human existence. Thanks to the integration of different hardware devices
(HTC Vive, Leap Motion, and a custom electronic controller), the system can detect the
touch events of the user over the replica and compute the touched position in the software
component. This position is used to modify the virtual appearance of the replica on the
right surface point. Then, the design of a personalization palette allows the user to select
the personalization action to perform over the virtual appearance of the object. The system
was tested with the replicas of three Neolithic-aged objects from the site of Çatalhöyük in
Turkey during a public event with 16 people. From this test result, we saw that the system
engages the user in the experience thanks to the touch interaction with the physical replica.
Future research directions could entail the development of a better calibration procedure
for all the tracking hardware used in the system, especially the HTC Vive and LeapMotion,
and the improvement of other aspects of the 3D replica related to the object’s weight and
material roughness, to return better tactile feedback to the user. Furthermore, robust user
testing of the system awaits a postpandemic world, at which point we hope to investigate
in greater detail its specific emotional and cognitive impacts on individuals.
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